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1 Introduction

2 Gene Duplications and Genomic Gene Order

We consider a family $X$ of $n = |X|$ paralogous genes whose evolutionary history is given by the tree $T$ (with vertex set $V$, leaf set $X \subset V$, and edge set $E$) and strictly positive branch lengths $\ell : E \rightarrow \mathbb{R}^+$. The corresponding
Each planar embedding $\tilde{T}$ gives rise to a circular ordering of the vertices by following the “outline” around the tree.

A genetic distance function $d : X \times X \to \mathbb{R}_+^+$ is given by

$$d_{xy} = \sum_{e \in \mathcal{P}_{xy}} \ell(e)$$

where $\mathcal{P}_{xy}$ denotes the unique path connecting $x$ and $y$ in $T$. We write $d_{\text{max}} = \max_{x,y \in X} d_{xy}$ for the maximal distance between two leaves.

Let $\pi : \{1, \ldots, n\} \to X$ be a bijection. In other words, $\pi$ defines an ordering of $X$ so that $x \prec y$ iff $\pi^{-1}(x) < \pi^{-1}(y)$. A special ordering $\hat{\pi}$ is the arrangement of the gene on the genome.

A circular (or cyclic) ordering [17] is a ternary relation $\prec i j k$ on a set $X$ that satisfied the following five conditions for all $i, j, k \in X$:

\begin{itemize}
  \item[(cO1)] $\prec i j k$ implies $i, j, k$ are pairwise distinct. (irreflexive)
  \item[(cO2)] $\prec i j k$ implies $\prec k i j$. (cyclic)
  \item[(cO3)] $\prec i j k$ implies $\neg \prec k j i$ (antisymmetric)
  \item[(cO4)] $\prec i j k$ and $\prec i k l$ implies $\prec i j l$. (transitive)
  \item[(cO5)] If $i, j, k$ are pairwise distinct then $\prec i j k$ or $\prec k j i$. (total)
\end{itemize}

A pair of points $(p, q)$ is adjacent in a total circular order on $V$ if there is no $h \in V$ such that $\prec p h q$. Circular orderings can be linearized by cutting them at any point resulting in a linear order with the cut point as its minimal (or maximal) element [20]. We will write, by abuse of notation, $i \prec j \prec k$ to mean $\prec i j k$ together with a suitable linearization, i.e., a cut between $k$ and $i$.

It is well known that trees as planar graphs. Let $\tilde{T}$ be a fixed planar embedding of $T$. It defines, up to orientation, a unique circular ordering of the leaf set $X$. Any linearization of this circular order defines a linear order which we will refer to as a $T$-order, see Fig. 1.

Consider a tree $T = (V, E)$ with leaf-set $X \subset V$ and fix a particular circular order $\pi$ on $X$. Let $E_\pi$ be a set of edges connecting consecutive leaves w.r.t. to $\pi$ and denote by $G_T = (V, E \cup E_\pi)$ the auxiliary graph with the same vertices as $T$ and an edge set extended by $E_\pi$. Thus $G_T$ is a Halin graph [11] whenever $\pi$ is $T$-order. A necessary condition for $\pi$ to be a $T$-order therefore is that $G_T$ is planar graph.
Clearly, the gene family originated exclusively by tandem duplications, then the genomic order \( \hat{\pi} \) is a \( T \)-order for the gene phylogeny \( T \). On the other hand, if a block containing two or more genes is duplicated as a unit, then \( \hat{\pi} \) and the tree are discordant as shown in Fig. 2. Every duplication scenario in which more than single gene duplicated at least once must contain this situation as a subgraph, and thus \( K_{3,3} \) as a minor. It follows immediately that \( \hat{\pi} \) is not a \( T \)-order whenever the evolutionary scenario involves larger block duplications. We remark that gene loss may erase the this signature of block duplications. For instance, the loss of 2 or 3 in Fig. 2 leads back a \( T \)-order.

3 From Trees to Hamiltonian Paths

For an arbitrary order \( \pi \) we define the length functional

\[
L(\pi) = \sum_{i=2}^{n} d_{\pi(i-1)\pi(i)}
\]

(2)

\( L(\pi) \) can be interpreted as the length of the Hamiltonian path defined by the ordering \( \pi \) in the complete graph with vertex set \( X \) and edge lengths \( d_{xy} \).

**Theorem 1** Let \( d \) be the additive tree metric associated with the tree \( T \) and its non-degenerate length function \( \ell \). Then \( L(\pi) \) is minimal if and only if (i) \( \pi \) is a \( T \)-order and (ii) \( d_{\pi(1)\pi(n)} = d_{\max} \).

**Proof** We use the abbreviation \( L = \sum_{e \in E} \ell(e) \).

**Claim 1.** Every order \( \pi \) satisfies \( L(\pi) \geq 2L - d_{\max} \).

Denote by \( \omega \) the closed walk \( \varphi_{\pi(1)\pi(2)}\varphi_{\pi(2)\pi(3)}\cdots\varphi_{\pi(n-1)\pi(n)}\varphi_{\pi(n)\pi(1)} \). Its length is \( L(\omega) = d_{\pi(n)\pi(1)} + \sum_{i=2}^{n} d_{\pi(i-1)\pi(n)} \). Since \( \omega \) connects any two leaves, it contains all edges of \( T \). Furthermore, since \( T \) contains no cycle, \( \omega \) must leave each subtree that it enters along the same edge. Thus \( \omega \) covers edge at least twice. Hence \( L(\omega) \geq L \). Since \( \omega \) contains exactly one path too many, and the longest possible path had length \( d_{\max} \), the claim follows.

**Claim 2.** If \( \pi \) is \( T \)-order, then \( L(\pi) = 2L - d_{\pi(1)\pi(n)} \).
By construction $\omega$ associated with a $T$-order is the closed walk defined by the “outline” of the tree, cf. Fig. 1. Any such walk covers each edge of $T$ exactly twice, once when entering and once when leaving a given subtree. This construction is well known in the literature, see e.g. [18, Thm.5]. The claim follows directly from $L(\pi) = L(\omega) - d_{\pi(1)}\pi(n)$. 

Fix an arbitrary leaf $1$ as the root of $T$ and a starting and end point of $\omega$ and denote by $n$ the last leaf visited for the first time along $\omega$. Furthermore, for every edge $e$ denote by $T(e)$ the connected component of $T \setminus \{e\}$ that does not contain $0$.

**Claim 3.** If $\omega$ covers every edge of $T$ exactly twice then the leafs contained within every subtree form an interval in $\pi$.

It suffices to note $\omega$ can enter and leaves the subtree $T(e)$ only through $e$. If the edge is covered exactly twice, all leaves of $T(e)$, and only the leaves of $T(e)$ are visited along $\omega$ between the first and the second traversal of $e$. 

It follows that, for each edge $e = \{u, v\}$, where $v \in V(T(e))$ and $u \notin V(T(e))$ there is a linear ordering of the children $v_1, v_2$, through $v_{d(v)}$ of $v$ so that the subtrees $T(v_1), T(v_2), \ldots, T(v_{d(v)})$ are traversed by $\omega$ in this order. Consequently, there is a planar layout of $T$ so that the leaves $1$ through $n$ are arranged in the order of traversal. In other words, if $\omega$ traverses $T$ so that every edge is covered exactly twice, then $T$ has a planar embedding so that $\omega$ travels along its outline and visits consecutive leaves in the order in which they appear on the outline of the tree.

Hence there is a $T$-ordering following the outline of $T$ if and only if the corresponding closed walk covers every edge of $T$ exactly twice. By closure of the walk, each edge must be covered an even number of times by $\omega$, so that $\omega$ without the return path from $\pi(n)$ to $\pi(1)$ covers at least one edge thrice, thus $L(\pi) > 2L - d_{\pi(1)}\pi(n)$ for every $\pi$ that is not a $T$-ordering.

4 Simulating Distance Matrices for Gene Duplications

We show here that genetic distance matrices for models of gene duplications can be simulated directed. This has advantages over the more usual approach of simulating sequence evolution. In particular we can in this manner separate the stochastic noise that may lead to deviations from additive tree metrics.

**Lemma 1** Let $d : X \times X \to \mathbb{R}$ be an additive tree metric on $X$ and let $\delta_x \geq 0$ for $x \in X$ be arbitrary. Then $d' : X \times X \to \mathbb{R}$ defined as $d'_{xy} = d_{xy} + \delta_x + \delta_y$ for $x \neq y$ is again an additive tree metric.

**Proof** A metric $d$ is an additive tree metric if and only if every 4-tuple satisfied the “4-point condition” [5,9,10,24], which stipulates that any four leaves can be renamed such that

$$d_{xy} + d_{uv} \leq d_{xu} + d_{vy} = d_{xu} + d_{yu}$$
Algorithm 1 Simulation of an Additive Tree Metric

Require: \( n \) (final dimension)

\[ V \leftarrow \{1\} \]

while \(|V| < n\) do

randomly pick \( x \in V, \ z /\in V \)

\[ V \leftarrow V \cup \{z\} \]

\[ d_{zu} \leftarrow d_{xu} \text{ for all } u \in V \setminus \{u\} \]

\[ d_{zx} \leftarrow 0 \]

randomly choose \( \delta_u \geq 0 \) for all \( u \in V \)

for \( p, q \in V, \ p \neq q \) do

\[ d_{pq} \leftarrow d_{pq} + \delta_p + \delta_q \]

end for

end while

Using the definition of \( d' \) immediately yields

\[ d'_{xy} + d'_{uv} = d_{xy} + d_{uv} + \delta_x + \delta_y + \delta_u + \delta_v \]

\[ \leq d_{xu} + d_{yu} + \delta_x + \delta_y + \delta_u + \delta_v \]

\[ = d_{xu} + d_{yu} + \delta_x + \delta_y + \delta_u + \delta_v \]

\[ \leq d'_{xu} + d'_{yu} = d'_{xy} + d'_{uv} \]

Hence we can propagate time by an increment \( \Delta t \) simply by adding setting \( \delta_x = r_x \Delta t \) where \( r_x \) is the rate of evolution of of taxon \( x \). A duplication of gene \( x \) can be introduced by simply duplicating the row and column \( x \) in the distance matrix \( d \), i.e., by setting \( d_{zy} = d_{xy} \) for all \( y \neq x, z \) and \( d_{xz} = 0 \). The procedure is summarized in Algorithm 1.

A rate \( r_x' \) (and possibly a new rate \( r_x \)) needs to be chosen. Assuming a constant rate of duplication, we set \( \Delta t = 1/n \) and choose one of the leafs at random for duplication. Instead of appending the new leaf \( x' \) to the end of the matrix, we insert it explicitly before or after \( x \) so that the order \( \pi \) of the rows and columns explicitly encodes the genomic order. Duplicating a larger block of rows and columns can immediately be used to simulate the block duplications of any number of adjacent genes.

Lemma 2 Every additive tree metric \( d' \) can be constructed by Algorithm 1.

Proof If \( d' \) is an additive tree metric, then there is a unique additive tree \( T \) with edge lengths \( \ell : E \rightarrow \mathbb{R}_+^+ \) representing \( d' \). Suppose for the moment that \( T \) is binary. Then it has at least one “cherry”, i.e., a pair of leaves separated by only a single interior vertex, say \( \{p, q\} \). It is easy to check that every cherry in \( T \) must satisfy

\[ \min_{x, y \in V \setminus \{p, q\}} \{(d'_{px} + d'_{qy}) - (d'_{pq} + d'_{xy})\} > 0 \quad (3) \]

If \( \{p, q\} \) is a cherry, then the distances in \( T \) from \( p \) and \( q \) to their last their common ancestor are \( \delta_p = (1/2) \min_{a, v \neq p} (d'_{pa} + d'_{pv} - d'_{au}) \geq 0 \) and \( \delta_q = (1/2) \min_{a, v \neq q} (d'_{qa} + d'_{qv} - d'_{au}) \geq 0 \), both of which are non-negative as a consequence of the triangle inequality. The reduced distance matrix \( d \) on \( V \setminus \{q\} \)
defined by $d_{xy} = d_{xy}$ for $x, y \notin \{p, q\}$, $d_{xp} = d_{xp} - \delta_p$ represents the $T$ with the cherry replaced by its last common ancestor, hence it is again an additive distance matrix.

Repeating this construction we arrive a single vertex after $|V| - 1$ steps. Each step identifies a leaf $p$ that is duplicated and the extensions $\delta_p$ and $\delta_q$ of $p$ and its copy $q$. Note that we have set $\delta_x = 0$ for all $x \in V \setminus \{p, q\}$. This reflects that the stepwise elongation of branches of tree modelled in Alg. 1 can subdivided arbitrarily between duplication events that affect a particular branch. Here we simply choose the add the entire length immediately after each duplication event. Thus the construction in this proof backtraces a particular sequence of duplication events in Alg. 1.

The case of non-binary trees is easily incorporated by observing that it can be represented as binary tree in which an internal branch length of 0 is also allowed.

5 Type R Distance Matrices

The model so far corresponds to a mechanism in which non-homologous crossover occurs between the genes of interest. We can, however, also model events in which the genes themselves are recombined. Instead of assuming that $x'$ is a true copy of $x$ we now assume that the newly introduced gene $z$ is a recombinant of two adjacent genes $x$ and $y$. The product is inserted between $x$ and $y$.

Since $z$ is composed of two parts, of relatives sizes $a$ and $(1 - a)$, $0 \leq a \leq 1$, that are identical to $x$ and $y$, respectively, we have

$$
\begin{align*}
\frac{d_x}{z} &= ad_{xz} + (1 - a)d_{yu} \\
\frac{d_y}{z} &= (1 - a)d_{xy} \\
\frac{d_y}{x} &= ad_{xy}
\end{align*}
$$

(4)

After the duplication event, each genes evolves independently with its own rate, so that the genetic distance between $p$ and $q$ again grows by $\delta_p + \delta_q$, i.e.,

$$
\frac{d'_pq}{pq} = d_{pq} + \delta_p + \delta_q
$$

(5)

**Definition 1** A distance matrix $d$ is of type R if it is constructed by repeated application of eqns. (4) and (5).

Clearly, every additive tree metric is of type R by virtue of setting $a = 0$ (or $a = 1$) in every duplication step. In particular, therefore, for $n = 3$ every distance matrix is of type R. For $n > 3$, however, it is not obvious whether at whether a type R matrix can be recognized efficiently.

We start by observing

$$
\frac{d'_x}{z} + d'_y - d'_{xy} = d_{xz} + d_{yz} - d_{xy} + \delta_x + \delta_y + \delta_z - \delta_x - \delta_y = 2\delta_z
$$

(6)

since $d_{xz} + d_{yz} = (1 - a)d_{xy} + ad_{xy} = d_{xy}$.
For $n \geq 4$, consider the following expression for $u \notin \{x, y, z\}$.
\[
d'_{uz} - ad'_{ux} - (1 - a)d'_{uy} = d_{uz} - ad_{ux} - (1 - a)d_{uy}
\]
\[
= \delta_u + \delta_z - a\delta_u - a\delta_z - \delta_u + a\delta_u - \delta_y + a\delta_y
\]
(7)

The key observation is that this expression is independent of $u$. Thus, is $n \geq 5$ there is are distinct leaves $u, v$ distinct from $\{x, y, z\}$ so that $d'_{uz} - ad'_{ux} - (1 - a)d'_{uy} = f(a) = d'_{vz} - ad'_{vx} - (1 - a)d'_{vy}$, which can be rearranged as $d'_{uz} - d'_{uy} - ad'_{ux} + ad'_{uy} = d'_{vz} - d'_{vy} - ad'_{vx} + ad'_{vy}$ and hence, after a short calculation,
\[
a = \frac{(d'_{uz} + d'_{vy}) - (d'_{vz} + d'_{uy})}{(d'_{ux} + d'_{vy}) - (d'_{vz} + d'_{uy})}
\]
(8)

Note that this equation must be satisfied for all $u, v \notin \{x, y, z\}$, hence it restricts the space of type R distance matrices to a submanifold for all $n > 5$.

Once $a$ has been computed, $f(a)$ can also be computed explicitly. Now consider the following system of equations
\[
\begin{align*}
- a\delta_x - (1 - a)\delta_y &= f(a) - \delta_z \\
(1 - a)d_{xy} + \delta_x &= d'_{xz} - \delta_z \\
ad_{xy} + \delta_y &= d'_{yz} - \delta_z
\end{align*}
\]
(9)

The first line uses the definition of $f(a)$ above, the second and third line are rearrangements of $d'_{xz} = (1 - a)d_{xy} + \delta_x + \delta_z$ and $d'_{yz} = ad_{xy} + \delta_y + \delta_z$, resp. Multipling the 2nd and 3rd line by $a$ and $(1 - a)$, resp., and adding up the three equations yields $2a(1 - a)d_{xy} = f(a) - 2\delta_z + ad'_{xz} + (1 - a)d'_{yz}$. We can now compute $d_{xy}$ from
\[
2a(1 - a)d_{xy} = (d'_{uz} - ad'_{ux} - (1 - a)d'_{uy}) - 2\delta_z + ad'_{xz} + (1 - a)d'_{yz}
\]
(10)

Finally, $\delta_x$ and $\delta_y$ are obtained from
\[
\begin{align*}
\delta_x &= d'_{xz} - (1 - a)d_{xy} - \delta_z \\
\delta_y &= d'_{yz} - ad_{xy} - \delta_z
\end{align*}
\]
(11)

In summary, therefore, we can obtain, for $n \geq 5$, complete information on the relative arrangement of the parents $x$ and $y$ and their recombinant offspring $z$.

It remains to determine the values of $\delta_u$ for $u \notin \{x, y, z\}$. This turns out to be not so trivial, since $\delta_u$ is, in contrast to $\delta_x$, $\delta_y$, and $\delta_z$ not uniquely determined by the last unequal crossover event.

To see this more clearly, let us first consider the case $n = 4$. It is well known that every metric on 4 points can be represented a “box graph” as shown in Fig. 5. The box dimensions can computed from $2u = (d_{pq} + d_{qs}) - (d_{pq} + d_{rp})$ and $2(u - v) = (d_{rp} + d_{qs}) - (d_{pq} + d_{rs})$. The key ingredients, thus are the three different pairs of distances emphasized by parentheses. For more details
see [19]. Now let us start from an arbitrary distance matrix \(d\) on \(\{x, y, u\}\) and construct \(z\) as a recombinant. Let us abbreviated the three pairs of distance sums as

\[
A = d'_{xz} + d'_{uy} \quad B = d'_{yz} + d'_{ux} \quad C = d'_{uz} + d'_{xy}.
\]

Using the definitions of \(d'_{xz}, d'_{yz},\) and \(d'_{uz}\) we can compute

\[
C - A = a(d_{xy} + d_{xu} - d_{uy}) \geq 0 \\
C - B = (1 - a)(d_{xy} + d_{uy} - d_{ux}) \geq 0
\]

using again the triangle inequality. The terms \(C - A\) and \(C - B\) correspond to twice the sides of the box in the quadruple graph; note that they are independent of \(\delta_x, \delta_y, \delta_z,\) and \(\delta_u\). We obtain a tree whenever the box degenerates to a line, i.e., if \(a = 0\) or \(a = 1\).

In the general case this becomes \(h_u = \delta_u + (1/2) \min_v w (d_{uv} + d_{uw} - d_{vw}) \geq 0\), where the minimum runs over all \(v \neq w\) different from 0. It follows that \(\delta_u \geq 0\) cannot be determined. Intuitively, this comes from the fact that a contribution \(\delta_u + \delta_v\) is added to \(d_{uv}\) after every duplication/recombination event. These contribution cannot be divided unambiguously between the individual steps in complete analogy to the situation for additive tree metrics in the previous section.

Hence we can set \(\delta_u = 0\) for every \(u \notin \{x, y, z\}\) and assume the entire length of \(h_u\) stems from previous events. This yields the recursive Algorithm 2 for recognizing type R distance matrices. It requires \(O(|V|)\) decomposition steps, each of which needs in the worst case \(O(|V|^3)\) computations to identify the triple \(\{x, y, z\}\) corresponding to the last recombination event. For this candidate, \(D'\) is computed in quadratic time. Thus Algorithm 2 runs in \(O(|V|^6)\) time.

6 Linear Type R matrices

**Definition 2** A type-R distance matrix is called *linear* with order \(\pi\) if, starting from \(V = \{x, y\}\), in each vertex addition step the two parents \(x\) and \(y\) are adjacent and their offspring \(z\) is placed between \(x\) and \(y\).
Algorithm 2 Recognition of type R distance matrices

Require: Distance matrix $D'$, $n = |V|

repeat
  for $\{x, y, z\} \subseteq V$ do
    for $\{u, v\} \subseteq V \setminus \{x, y, z\}$ do
      compute $a$ using eqn.(8)
    end for
    if $a \in [0, 1]$ is the same for all $u, v$ then
      compute $\delta_z$ using eqn.(6)
      compute $d_{xy}$ using eqn.(10)
      compute $\delta_x, \delta_y$ using eqn.(11)
      $\delta_u \leftarrow 0$ for $u \in V \setminus \{x, y, z\}$
      compute $D$ as $d_{pq} = d'_{pq} - \delta_p - \delta_q$ for all $p, q \in V$
      $D' \leftarrow D$ without row and column $z$
    end if
  end for
  if no $\{x, y, z\}$ was found then
    return false
  end if
until $n = 4$

return true

Definition 3 A distance matrix $D = (d_{ij})$ satisfies the Kalmanson condition if there is a circular order $\prec$ of the points so that the inequality

$$\max\{(d_{ij} + d_{kl}), (d_{il} + d_{jk})\} \leq d_{ik} + d_{jl}$$

(14)

for every four points so that $i < j < k < l$.

If $(d_{ij})$ satisfies eqn.(14) then the corresponding TSP is solved by the unit permutations, i.e., $\pi = (1, 2, 3, \ldots, n)$ [12]. Equivalently, if $\prec$ is a circular ordering of the taxa set $V$ and $\pi$ the permutation of $V$ associated with an arbitrary linearization of $\prec$, then $(d_{ij})$ is Kalmanson if

$$\max\{(d_{\pi(i)\pi(j)} + d_{\pi(k)\pi(l)}), (d_{\pi(i)\pi(l)} + d_{\pi(j)\pi(k)})\} \leq d_{\pi(i)\pi(k)} + d_{\pi(j)\pi(l)}$$

(15)

for $i < j < k < l$. In this case $L(\pi)$ in eqn.(2) is a shortest Hamiltonian cycle for $(d_{ij})$.

With each circular ordering $\prec$ we can associate a set $S^\circ$ of splits, i.e., non-trivial bipartitions of the set $X$ of taxa. $\{A, X \setminus A\} \in S^\circ$ if and only if (i) $A \neq \emptyset$, (ii) $A \neq X$, (iii) there is $i, j \in A$ and $k, l \in X \setminus A$ so that (a) for all $p \in A$ and $q \in X \setminus A$ holds $\prec ipj$ and $\prec kql$ and (b) $\prec ijk$ and $\prec kli$. We write

$$S_{ij} : = \{\{\pi(i + 1), \pi(i + 2), \ldots, \pi(j)\}, \{\pi(j + 1), \pi(j + 2), \ldots, \pi(i)\}\}$$

(16)

with $i, j$ taken $\mod |X|$ for the splits of $S^\circ$, where $\pi$ is again an arbitrary linearization of $\prec$. A metric is called circular decomposable [1] if there is a circular ordering $\prec$ (with a corresponding permutation $\pi$), and $\alpha_{ij} \geq 0, \ i \neq j$ so that

$$d_{xy} = \sum_{i < j} \alpha_{ij} \delta_{S_{ij}}(x, y),$$

(17)
where the split pseudometric $\delta_{S_{ij}}$ is defined as $\delta_{S_{ij}}(x,y) = 1$ is the split $S_{ij}$ separates $x$ and $y$, and $\delta_{S_{ij}}(x,y) = 0$ otherwise. The isolation indices of the splits $S_{ij}$ can be computed as

$$\alpha_{ij} = \frac{1}{2} \left( d_{\pi(i)\pi(j)} + d_{\pi(i+1)\pi(j+1)} - d_{\pi(i)\pi(j+1)} - d_{\pi(i+1)\pi(j)} \right)$$

(18)

It is shown in [7,6] that a metric satisfies the Kalmanson condition if and only if it is circular decomposable. These can represented as so-called split graphs and computed efficiently using the NeighborNet algorithm [3,4].

As shown in [6], circular decomposable metrics satisfy a “Crofton formula” of the form

$$d_{xy} = \sum \{\alpha(S_{ij}) | S_{ij} \text{ separates } \pi(x) \text{ and } \pi(y)\}$$

(19)

As shown in [15, Thm.37], the solution of the TSP on a generic generic circular decomposable metric is unique. Thus, one can use the TSP solutions of $(d_{xy})$ directly for finding circular orderings to be used in NeighborNet [14].

**Theorem 2** Every linear type $R$ distance matrix satisfied the Kalmanson condition.

**Proof** We only need to show that the distance matrix on $X \cup \{z\}$ is Kalmanson provided the distance matrix on $X$ is Kalmanson. Suppose $z$ is the recombinant of $j$ and $j'$. In the general case we have $i \prec j \prec z \prec j' \prec k \prec l$, since by circularity of the ordering it does not matter whether we duplicate $i$, $j$, $k$, or $l$. In addition to the general case we have to consider the special cases with $i = j$ and/or $j' = k$. The proof repeatedly makes use of the simple observation that $\max(a + p, b + q) \leq \max(a, b) + \max(p, q)$.

We assume that the Kalmanson inequalities hold for all quadruples in $X$ with an appropriate circular order. For the general case we have, by substituting the definition of the distances involving the recombinant vertex $z$,

$$\max\{d_{iz} + d_{kl}, d_{il} + d_{zk}\}$$

$$= \max\{a(d_{ij} + d_{kl}) + (1-a)(d_{il} + d_{jkl}), a(d_{il} + d_{jk}) + (1-a)(d_{il} + d_{jkl})\}$$

$$\leq a \max\{d_{ij} + d_{kl}, d_{il} + d_{jk}\} + (1-a) \max\{d_{il} + d_{jkl}, d_{il} + d_{jkl}\}$$

$$\leq a(d_{ik} + d_{jl}) + (1-a)(d_{ik} + d_{jkl}) = d_{ik} + ad_{jl} + (1-a)d_{jkl}$$

$$= d_{ik} + d_{jl}$$

In the fourth line we use that the Kalmanson inequality holds for $i \prec j \prec k \prec l$ and $i \prec j' \prec k \prec l$ by assumption, the last line used the definition of $d_{jkl}$. Analogous computations for the three special cases (omitting the analog of
the 2nd and 3rd line above yield
\[
\max \{d_{ij} + d_{kl}, d_{ji} + d_{lk} \} \\
\leq a \max \{d_{il}, d_{jl} + d_{jk} \} + (1 - a) \max \{d_{ij} + d_{kl} + d_{jk} \} \\
\leq a(d_{il} + d_{jk}) + (1 - a)(d_{il} + d_{jk}) = d_{il} + d_{jk} \\
\max \{d_{ij} + d_{jk}, d_{kl} + d_{il} \} \\
\leq a \max \{d_{ij} + d_{jk}, d_{kl} + d_{il} \} + (1 - a) \max \{d_{ij} + d_{kl} + d_{il} \} \\
\leq a(d_{ij} + d_{kl}) + (1 - a)(d_{ij} + d_{kl}) = d_{ij} + d_{kl} \\
= a(d_{ij} + d_{kl}) + (1 - a)(d_{ij} + d_{kl}) = d_{ij} + d_{kl}
\]

We conclude that all quadruples involving \(z\) satisfy the Kalmanson inequality provided \(d_{ij}\) is a Robinsonian matrix on \(V\); we have used the Kalmanson conditions for \(i < j < k < l\) as well as the triangle inequality in our proof. As the distances not involving the new offspring \(z\) remain unchanged by the construction principle of type R matrices, we conclude that \((d_{ij})\) on \(X \cup \{z\}\) satisfies the Kalmanson inequalities.

The basic idea of converting a TSP into a shortest Hamiltonian path problem is folklore. One simply adds a dummy node \(0\) between 1 and \(n\) with \(d_{0n(0)} = c\) large enough. Then a shortest Hamiltonian path will use 0 as an endpoint to avoid using 2\(c\) in the solution. The resulting expanded distance matrix \((d_{ij})\) on \(V \cup \{0\}\) is circular decomposable if, and only if, the Kalmanson conditions also hold for quadruples involving the dummy node, i.e., if and only if
\[
\max \{d_{0l} + d_{lk}, d_{0k} + d_{kl} \} \leq d_{0j} + d_{jk}
\]
holds for all \(0 < i < j < k\). Since \(d_{0i} = c\) this simplifies to the condition
\[
\max \{d_{ij}, d_{jk} \} \leq d_{ik} \quad \text{for all } i < j < k.
\]  

A dissimilarity \(d\) is called Robinsonian if there is a permutation \(\pi\) so that
\[
\max \{d_{\pi(i)\pi(j)}, d_{\pi(j)\pi(k)} \} \leq d_{\pi(i)\pi(k)} \quad \text{for all } i < j < k.
\]
The so-called serialization problem [23,16] of linearly ordering objects is solved by the order \(\pi\) for Robinsonian dissimilarities. This results appears to be folklore, we have not found a simple direct proof.

**Lemma 3** If \(d\) is Robinsonian, then \(\pi\) is a shortest Hamiltonian path.

**Proof** W.l.o.g. we assume \(\pi = \pi = (1, 2, \ldots, n)\). Consider an arbitrary permutation \(\xi\). Then there is a bijection \(\varphi\) between the adjacencies \([\xi(i)\xi(i+1)]\) w.r.t. to \(x_i\) and the adjacencies \([p, p+1]\) w.r.t. \(i\) so that \(\xi(i) \leq p < p + 1 \leq \xi(i+1)\). To see this we argue by induction. For \(n = 2\) the statement is trivial. In general \(\xi\) is either (1) the extension of a permutation \(\xi'\) on \(\{1, 2, \ldots, n - 1\}\) by one of the adjacencies \([1, n]\) or \([n - 1, n]\), or (2) \(\xi\) is obtained by inserting \(n\) into
the adjacency $[\xi'(k)\xi'(k+1)]=[u,v]$ with $u=\min(\xi'(k),\xi'(k+1))$ and $v=\max(\xi'(k),\xi'(k+1))$. In case (1) $\varphi$ is the extensions of $\varphi'$ by $[1,n]\mapsto[n-1,n]$ or $[n-1,n]\mapsto[n-1,n]$. In case (2) we obtain $\varphi$ from $\varphi'$ by replacing $[u,v]\mapsto[p,p+1]$ with $[u,n]\mapsto[p,p+1]$ and adding $[v,n]\mapsto[n-1,n]$. The Robinson condition (21) implies $d_{\xi(i),\xi(i+1)}\geq d_{p,p+1}$ for $\varphi([\xi(i)\xi(i+1)])=[p,p+1]$ and hence $L(\xi)\geq L(i)$, i.e., $i$ is a shortest Hamiltonian path.

The Robinson property also plays an important role in cluster analysis, where it characterizes certain generalizations of hierarchies [21,13,22]. So-called quadrupolar Robinson dissimilarities, that also satisfy the Kalmansson condition are studied in some detail in [8].

Lemma 4 Suppose $(d_{ij})$ satisfies equ.(21) on $V$. Then the distance matrix on $V\cup\{z\}$ obtained by inserting the recombinant node $z$ between adjacent parents $j'$ and $j''$ also satisfies the Robinson condition equ.(21).

Proof Suppose $j=z$ is the new node derived from parents $j'<z<j''$. Then for $i<j'$ and $k>j''$ we have $d_{iz}=ad_{ij'}+(1-a)d_{ij''}$ and $d_{zk}=ad_{kj''}+(1-a)d_{kj'}$. Thus $\max\{d_{iz},d_{zk}\}\leq a\max\{d_{ij'}+d_{ij''}\}+(1-a)\max\{d_{kj''}+d_{kj'}\}\leq d_{ik}$. The special case $i=j'$ and $k>j''$ yields $d_{j'z}=(1-a)d_{j''}+d_{j''}$ and thus $\max\{(1-a)d_{j''},ad_{j'k}+(1-a)d_{j''}d_{j''}\}\leq ad_{j'k}+(1-a)\max\{d_{j''},d_{j''}\} \leq ad_{j'k}+(1-a)d_{j''}+d_{j''}$. An analogous computation works for $i<j'$ and $j''=k$. Finally, for $i=j'$ and $k=j''$ we have, by construction $d_{j''z}=(1-a)d_{j''}\leq d_{j''}$ and $d_{j''}+d_{j''} \leq d_{j''}$.

However, the choice of the $\delta_k$ can destroy the inequality: From $\max\{d_{ij},d_{jk}\}\leq d_{ik}$ we cannot conclude that $\{d_{ij}+\delta_i,d_{ij}+\delta_j+d_k\} \leq d_{ik}+\delta_i+\delta_k$. However, we can assume that the condition still works in very good approximation if the evolution rates of the offsprings are approximately the same. Hence very uneven evolution rates or a mechanism that makes the “middle” genes in a gene cluster evolve much faster can destroy the betweenness conditions. On the other hand, gene conversion makes it easier to satisfy equ.(21).

Dynamic programming for TSP [2].

7 Conclusions
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